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Abstract— Due to the imbalanced distribution of business data missing user features and other purpose, usage 
of big data methods on commercial facts tends to deviate from the business goals. It is difficult to classical 
the insurance commercial facts through classification algorithms such as logistic regression and support 
vector machine svm . We exploit a heuristic bootstrap selection method combined with the ensemble 
learning algorithm on the large scale insurance business data mining and propose an ensemble random 
forest algorithm that uses the parallel computing capability and memory cache we composed the insurance 
commercial facts from china life insurance Company to evaluate the probable consumers via the suggest-
ed algorithm. We custom f measure and g mean to estimate the recital of the algorithm. Testing outcome 
indicates that the ensemble random forest algorithm outstripped svm and further classification algorithms 
in both performance and accuracy in the imbalanced data and it is useful for improving the accuracy of 
product marketing compared to the customary simulated method. 

 

Index Terms— SVM, RFA, F- measure, G- mean.SS 

——————————      —————————— 

1 INTRODUCTION                                                                     

 
 
 
 

 
With the arrival of the era of big data, the third industrial 

revolution represented by information technology opened a 
new chapter. Big data technology was widely applied. In the 
academic community, the respected journals "Nature'' and 
"Science'' have respectively launched big data issues named 
"Big Data'' and "Deal With Data'', which discuss a variety of 
problems encountered in big data technology from the Inter-
net technology, economics, supercomputing, biological scienc-
es, medicine and many other aspects. In the industry, whether 
gene sequencing, biological medicine and other life sciences, 
or banking, insurance and other traditional Financial sector, 
are all driven by big data technology to enter a new round of 
science and technology competition. Big data technology does 
not only create significant value but also promote the change 
and progress of traditional industries.  

The traditional marketing method of selling insurance is 
mainly based on off-line sales business. Insurance salesmen 
sell the company's products by calling or visiting the custom-
ers. This blind marketing way has achieved good results in the 
past, which maintained the company sales performance for a 

long time through widespread sales. With the gradual open-
ing of the insurance industry, a large number of private insur-
ance companies enter the market, which forms a healthy com-
petitive environment and constantly promote the reform of 
the insurance industry. On the other hand, people's willing-
ness to purchase insurance gradually increased, the potential 
insurance customers are rapidly expanding. According to sta-
tistics, the success rate of the traditional telephone sale is less 
than one thousandth, and the insurance sales rate of a senior 
insurance salesmen can reach about two percent, but this is 
obviously very inefficient. Therefore, how to better accurately 
understand the users' purchase intention has become a very 
urgent need for the insurance company.  

With the development of big data technology, the tradi-
tional financial services industry is eager to find a break-
through driven by the big data wave. Achieving targeted 
marketing has become the primary objective of many financial 
industries, and financial big data has become one of the hot 
spots in the social development of today. Data mining com-
bined with big data technology has become a support technol-
ogy of traditional financial and insurance industry transfor-
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mation. Due to the lack of purpose and innovation of tradi-
tional marketing methods, the poorly organized insurance 
business data and obscure customers' purchasing characteris-
tics directly lead to a serious imbalance in the category of 
product data, which bring difficulties to user classification and 
recommendation of insurance products. 

Classification of imbalanced data sets has puzzled many re-
searchers. In real life, we could not get the expected distribu-
tion of data because of various reasons, especially in some cost 
sensitive business scenarios. For the unbalanced distribution 
of data in the same sample space, we usually choose some 
resampling methods which sacrifice some features to construct 
relatively balanced training data sets. In addition, we can also 
construct the virtual samples to balance the data distribution. 
As a result, we improve the recognition rate of the minority 
class that is recall rate but sacrifice the precision of the classifi-
cation model. 

 
1.1 Machine learning  

 
Machine learning is a field of computer science that pro-

vides computer systems the capability to "study" (i.e., progres-
sively improve performance on a specific task) through data, 
without being unambiguously programmed.  

The name Machine learning was coined in 1959 by Arthur 
Samuel. Developed from the reading of pattern recognition 
and computational learning scheme in artificial intelligence, 
machine learning discovers the learning and building of algo-
rithms that can acquire since and make forecasts on facts – 
such algorithms overcome subsequent firmly static program 
instructions by creating data-driven forecasts or results, over 
structuring a model from sample inputs. Machine learning is 
active in a variety of computing tasks where designing and 
programming open algorithms with good performance is chal-
lenging or infeasible. 

 
1.2 Objective 
 
The main purpose is providing a novel classification model 

for traditional insurance business data base on the background 
of insurance industry reform, combined with the big data 
technologies. This paper does not only provide a good strate-
gy for the orientation of precise marketing of insurance prod-
ucts, but also has a very good reference for the classification of 
imbalanced data sets. This paper is organized as follows. Sec-
tion II introduces the current research status of imbalanced 
data classification; Section III puts forward the classification 
model and intelligent recommendation algorithm based on 
random forest for insurance business data, and analyzes its 
efficiency; Section IV applies the proposed algorithm to the 
insurance product business data of China Life insurance com-
pany and successfully analyze potential customers and the 
distribution of their major characteristic. 

 
 
2 What is Random Forest Algorithm? 
 
What is Random Forest Algorithm? Random forest algorithm 

is a supervised classification algorithm. As the term propose, this 
algorithm produces the forest with a number of trees. In general, 
the more trees in the forest the more robust the forest looks like. 
In the similar mode in the random forest classifier, the higher the 
number of trees in the forest provides the high accuracy out-
comes. 

 
2.1 Why Random forest algorithm? 
 
● The same random forest algorithm or the random forest 

classifier can use for both classification and the regres-
sion task. 

● Random forest classifier will handle the missing values. 
● When we have more trees in the forest, random forest 

classifier won’t overfit the model. 
 

2.2 How Random forest algorithm works? 
 
The pseudocode for random forest algorithm can divided into 

two phases. 
● Random forest creation pseudocode. 
● Pseudocode to achieve prediction from the produced 

random forest classifier. 
 

2.3 Random Forest pseudocode: 
 

Arbitrarily select k features from total m features Where k << m. 
 1. Among the k features compute the node d by   the finest 

split fact.  
2. Split the node into daughter nodes using the finest split.  
3. Repeat 1 to 3 steps until l number of nodes has been reached.  
4. Form forest by iterating steps 1 to 4 for n number times to 

produce n number of trees. The creation of random forest algo-
rithm starts with arbitrarily choosing k features due to total m 
features. In the image you can observe that we are randomly tak-
ing features and observations. 

 Now the following stage we are exhausting the arbitrarily se-
lected k features to discover the source node by using the finest 
split method.  

The next stage we will be calculating the daughter nodes using 
the same best split approach. Will the first 3 stages until we form 
the tree with a root node   and having the target as the leaf node.  

Lastly we repeat 1 to 4 stages to generate n arbitrarily pro-
duced trees. This arbitrarily produced tree forms the random for-
est.  

Random forest prediction pseudocode  
To achieve prediction by the skilled random forest algorithm 

uses the below pseudocode.  
1. Takes the examination features and practice the rubrics of 

all arbitrarily generated decision tree to predict the out-
come and stores the predicted outcome (target) 

2. Calculate the votes for each predicted target. 
3. Consider the high voted predicted objective as the last 

prediction from the random forest algorithm.  
 To achieve the prediction using the skilled random forest 

algorithm we requisite to permit the test features over the rubrics 
of each arbitrarily created trees. suppose let s say we formed 100 
random decision trees to from the random forest.  
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Every random forest will predict dissimilar target result for the 
similar test feature. Then by considering each predicted target 
votes will be calculated. suppose the 100 random decision trees  
are prediction some 3 unique targets x y z then the votes of x is 
nothing but out of 100 random decision tree how many likewise 
for other 2 targets y z . if x is getting high votes.  

Let s say out of   100 random decision tree 60 trees are predict-
ing the target will be x. then the final random forest profits the x 
as the predicted target. The random algorithm used in extensive 
varieties applications. In   this article we are going address few of 
them.  

Below are some the application where random forest algorithm 
is widely used.  

● Banking 
● Medicine 
● Stock Market 
● E-commerce 

 
2.4 Advantages of random forest algorithm 
• The over fitting problem will never come when we prac-

tice the random forest algorithm in several classification 
problem.  

• The similar random forest algorithm can be used for 
both classification and regression task. 

• The random forest algorithm can be used for feature en-
gineering. This means identifying the most important 
features out of the available features from the training 
dataset.  

2 Architecture Diagram:  
  

 

 

 

 

 

 

 

 

 

 

 
 

 
 

 
 
 
 
 

3 Results  
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 

• Initially we check whether our packages are available or 
not. if not available the we should packages.  

• We should derive the path of our data. 
 

4 Conclusions 
 
we analyzed the imbalance distribution of insurance business 

data concluded the preprocessing algorithms of imbalance dataset 
proposed an ensemble random forest algorithm based on apache 
spark which can be used in the large scaled imbalanced classifica-
tion of insurance business data the experiment result showed that 
the ensemble random forest algorithm is more suitable in the in-
surance product recommendation or potential customer analysis 
than traditional strong classifier like SVM and logistic regression 
etc. the proposed bootstrap under sampling algorithm combined   
with the KNN could be used into preprocessing of imbalanced 
classification algorithms. The ensemble learning algorithms com-
bined with bootstrap sampling preprocessing could reduce the 
learning process further and it also has a good reference to other 
imbalanced although the proposed ensemble random forest algo-
rithm is used to analyze insurance big data in this paper it can 
also be applied to big data analytics for internet of things finance 
and mobile internet. 

 
4.1 Future Enhancement 
• Exploring the   proposed algorithm to different types of 

big data analytics  
• Combining deep learning into the   proposed algorithm 

to improve the accuracy of prediction based 
. 
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